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Robot: “Now, chop and add 
sausage to the pot”

Participant: 
“What if it is wrong?”

[Picking up the mushroom &
double checking the recipe] 

[Putting the mushroom into 
the cooking pot] 

Figure 1: We study the effects of power dynamics and trust repair strategy on repairing user trust in the robot after a technical
robot error. This figure illustrates an example of a user complying with the supervisor robot and cooking with the incorrect
ingredient, even though they noticed the robot error.

ABSTRACT
Robotic systems designed to work alongside people are susceptible
to technical and unexpected errors. Prior work has investigated a
variety of strategies aimed at repairing people’s trust in the robot
after its erroneous operations. In this work, we explore the effect
of post-error trust repair strategies (promise and explanation) on
people’s trust in the robot under varying power dynamics (supervi-
sor and subordinate robot). Our results show that, regardless of the
power dynamics, promise is more effective at repairing user trust
than explanation. Moreover, people found a supervisor robot with
verbal trust repair to be more trustworthy than a subordinate robot
with verbal trust repair. Our results further reveal that people are
prone to complying with the supervisor robot even if it is wrong.
We discuss the ethical concerns in the use of supervisor robot and
potential interventions to prevent improper compliance in users
for more productive human-robot collaboration.

CCS CONCEPTS
• Human-centered computing; • Computer systems organiza-
tion → Robotics;
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1 INTRODUCTION
Robots are envisioned to take on different roles as supervisors (e.g.,
[2, 19, 24, 30]), peers (e.g., [19]), or subordinates (e.g., [19]), to enable
complex human-robot collaboration. In such interactions, robot er-
rors are inevitable due to imperfect technology (e.g., uncertainty in
visual perception and intent recognition in speech) and unexpected
events (e.g., context shifts and disturbance in the environment).
These errors damage productive collaboration between humans
and robots and erode people’s trust in the robot [5, 39].

To repair the eroded trust, prior work has investigated a range of
trust repair strategies including apology, explanation, and promise
[13], and explored how factors, such as anthropomorphism [14]
and human attitude [12], may modulate the effectiveness of these
strategies. However, little is known about how power dynamics—
supervisor robots versus subordinate robots—might shape the ef-
ficacy of trust repair strategies. Would people react differently to
errors from a supervisor robot versus a subordinate robot? Would
it be easier for a supervisor robot to regain trust after errors? How
should erroneous robots with varying levels of authority repair its
relationship with people?
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As a first step towards answering these questions, in this work,
we conducted a between-subjects experiment contextualized in
a collaborative cooking scenario (Figure 2) to study how power
dynamics (supervisor robot vs. subordinate robot) and trust repair
strategy (explanation vs. promise) might influence people’s trust in
and compliance with an erroneous robot. Our results indicate that:

• minimal modifications of robot speech content are adequate
to manipulate people’s perceptions of the robot’s authority
even when the robot is a non-anthropomorphic manipulator;

• people are willing to trust a supervisor robot that attempts
to verbally mitigate its errors more than a subordinate robot;

• promise is a better trust repair strategy than explanation
• people have the tendency to comply with a supervisor robot
even if it is wrong.

This paper presents empirical evidence on the interplay between
power dynamics and trust repair in human-robot collaboration.
Next, we review relevant prior research that motivates this work.

2 RELATEDWORK
2.1 Trust in HRI
Trust has been studied in contexts such as trust for supervisors
[49] and trust towards machines [27]. While there lacks a widely
accepted definition of trust both within the human-human and
human-automation trust literature, trust is commonly conceptual-
ized as “a multidimensional psychological attitude involving beliefs
and expectations about the trustee’s trustworthiness derived from
experience and interactions with the trustee in situations involving
uncertainty and risk” [21, 29]. In HRI, trust is affected by cognitive
(e.g., how well the robot is expected to perform on the task that
it was designed to do [29]) and affective (e.g., empathetic robot
expressions are perceived as more trustworthy [50]) features.

Trust can be gained or lost over time due to robot-related, human-
related, and task and environment related factors [15, 18, 23]. Prior
work characterizes trust over time with three phases [29, 35]: (1)
trust formation occurs at the beginning of an interaction when user
trust is built upon the robot’s appearance, context information,
and the person’s prior experience with robots; (2) trust dissolution
occurs during the interaction when users lower their trust in robot
due to a trust violation, e.g., robot error [5, 39]; (3) trust restoration
describes when user trust stops decreasing after a trust violation
and gets restored [5]. Thus, trust is often measured several times
throughout the interaction to account for its dynamic nature. In
this work, we focus on trust restoration and investigate ways to
repair user trust in the robot under different power dynamics.

2.2 Trust Repair Strategies in HRI
Trust violations are inevitable in HRI; robot errors, causing trust
violation, are unavoidable [8]. One robot failure is sufficient to
reverse the majority of participants’ attitude toward the robot or
to refuse use of the robot during an emergency [5, 39]. Thus, the
quality of continued HRI depends heavily on how the robot repairs
lost user trust due to trust violations [43].

The effectiveness of various trust repair strategies (including
apology, denial, explanation, and promise) identified from human-
human interaction have been explored in HRI [9]. Studies found

mixed results (from repaired trust to damaged trust) in the efficacy
of apologies and denials as robot trust repair strategies [1, 7, 14,
25, 26, 28, 32, 54]. Findings on the effectiveness of explanations
and promise on trust repair were also mixed, but to a lesser extent
(from repaired trust to no effect) [7, 14, 25, 26, 28, 28, 32, 52]. In
particular, one online study using a simulated task showed that,
among the four trust repair strategies mentioned, promise was most
effective at repairing integrity and benevolence aspects of trust in
non-anthropomorphic robot, while explanation was most effective
at repairing ability aspects of trust [14].

Studies also explored factors that affect the effectiveness of trust
repair strategies. Users’ attitude towards the robot moderates the
efficacy of repair strategies, i.e., promises were more effective at
repairing trust when the user had a positive attitude towards the
robot [12]. Moreover, apologies, denial, and promises were less ef-
fective at repairing integrity when given by a non-anthropomorphic
robot [14]. In our study, we explore the effectiveness of explanation
and promise used by a non-anthropomorphic robot for trust repair
under varying human-robot power dynamics.

2.3 Power Dynamics in HRI
Status hierarchy is a part of social and organizational life. Differ-
ence in structural power (i.e., supervisor vs. subordinate) changes
how one perceive another person’s capabilities [48], quality of their
work [37], and weight of their opinion [46]. Furthermore, structural
power fosters psychological power, which increases one’s willing-
ness to maintain agency [51] and assume responsibility [38]. In
human-human relationships, authoritative power is enough to pres-
sure one to comply with carrying out a destructive order [22, 31].

Similar association between power dynamic and compliance
also applies in HRI. People obeyed to requests of authoritative
robots, even when the tasks were tedious [16] or inappropriate for
the experimental context [4]. User over-trust in automation may
compromise information security [41], profitability [36, 41] and
cause potentially catastrophic physical and psychological conse-
quences for “individuals, groups of individuals, and society at large”
[3, 4, 27, 40]. Moreover, when the task is more serious, urgent, or
disagreeable, a more serious or authoritative robot elicits more com-
pliance in its users [17]. Study has also explored how human-robot
power dynamics (robot as supervisor, peer, and subordinate) and
the level of human-likeness of the robot’s appearance change the
amount of responsibility people feel for the task [19]. People did
not feel less responsible for the task when collaborating with the
supervisor robot; however, participants felt more responsible for
the task when working with a machine-like subordinate robot [19].
To the best of our knowledge, little to no work has explored how
power dynamics affect the effectiveness of trust repair strategies in
human-robot teams.

3 METHODS
We designed and conducted an in-person user study with power
dynamics (subordinate and supervisor) and trust repair strategy
(promise and explanation) as two between-subjects factors to inves-
tigate the relationship between power dynamics and trust repair
strategy and their effects on people’s collaborative behavior and
perceptions of trust repair.
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3.1 Hypotheses
We hypothesized that manipulating the robot’s trust repair strategy
and the power dynamic between the user and the robot will affect
people’s behavior and trust towards the robot. More specifically,
we formulated the following hypotheses:

• H1: Robots that attempt verbal trust repair will be perceived
as more trustworthy. This hypothesis is informed by prior
work demonstrating that verbal trust recovery methods in
HRI are effective at repairing trust after breaking a promise
[43] and after robot errors in a simulated setting [14].

• H2: Promise will be a more effective trust repair strategy
than explanation. Prior work showed that promise is more
effective than explanation at repairing the benevolence and
integrity aspects of trust in non-anthropomorphic robots
in an online HRI experiment [14]. We speculate that this
finding will extend to an in-person setting.

• H3: People will have a higher chance of complying with
the supervisor robot than the subordinate one even when
the robot makes a mistake. Prior work showed that people
complied more to a more serious or authoritative robot [17].
Thus, we speculate that this finding continues to hold for
faulty human-robot interactions.

3.2 Experimental Task
We contextualized our investigation in a cooking task as cooking
robots are gaining interest in domestic and professional kitchen
settings [6, 10, 47, 53]. Moreover, human-human collaboration in
the kitchen typically involves clearly defined hierarchical structures
and power dynamics. The head/sous chef supervises the kitchen,
delegating tasks to station/junior chefs. This power dynamic will
likely transfer to HRI. However, it remains unclear what role robots
should assume in human-robot teams. Dexai designed their cooking
robot, Alfred, to be “the smart sous chef in your kitchen” taking a
more dominant role [10], while Sugiura et al. designed their cooking
robot, Cooky, to take on the subordinate role (i.e., transporting raw
food, stirring the pot, adjusting the heat) and for the human to
instruct the robot on what ingredients to use and how to adjust
the heat [47]. In this study, we are interested in how user trust and
reaction to robot error may change under different power dynamics.

During the task, a UR5 robot is in charge of placing the correct
raw ingredient in front of the participant when the recipe calls for
the ingredient. The robot is placed on a separate table across from
the participants with ingredients, out of reach from the participant.
The robot used a female voice generated using the Amazon Polly
text-to-speech tool and was played through a speaker hidden under-
neath the robot. A make-believe stove, cooking utensils, a cutting
board, and a pot are placed in the cooking area directly in front of
the participants. A monitor showing the current recipe is placed on
the side next to the robot. Figure 2 shows our experimental setup.

3.3 Manipulations
We manipulated the robot’s performance (error manipulation), its
role in the task (power dynamics manipulation), and what it "said"
during error recovery (trust repair strategy manipulation) 1.
1Examples of our power dynamics and trust repair manipulations available at https:
//youtu.be/h19Bqxf0XDw

Pick
Place

Recipe

Cooking
area

Ingredients

Figure 2: Overview of the experimental setup. The robot is in
charge of picking up the ingredient called for in the recipe
and placing it in front of the user for the user to cook with.

3.3.1 Error Manipulation. We pre-programmed the robot to pro-
vide the user with the incorrect ingredient once in each recipe at
the same point with respect to the recipe. During the error, the
robot delivers the incorrect ingredient to the participant: giving a
mushroom instead of sausage in one recipe and zucchini instead of
spinach in the other recipe.

3.3.2 Power Dynamics Manipulation. To create different power
dynamics between the user and the robot, we manipulated the role
of the robot in the task. The supervisor robot uses voice commands
to provide step-by-step instructions for the users and takes initiative
in providing users with the ingredient needed at that stage in the
recipe. On the contrary, the subordinate robot does not provide
any instructions to the users and waits for the user to request for
the needed ingredient by saying “Please give me a ,” where
the blank is the ingredient. After the participant’s verbal request,
the robot would pick up and place the ingredient in front of the
participant. The robot specifies its role in the task to the user when
it makes an self-introduction to the user at the beginning of the
experiment. Specifically, the supervisor robot emphasizes that it
“will be providing you the necessary food items, as well as step by step
guidance along the way; while the subordinate robot stresses that
it is “still learning how to guide people so [it] will need supervision"
and ask users to “use the phrase written on the paper to [their] left to
request items from [the robot]. Since [the robot] has not yet learned
these recipes, it will be [the user’s] job to ask for the correct item".

3.3.3 Trust Repair Strategy Manipulation. The robot physically re-
covers from each error during both the control and the experimental
trials by passing the correct ingredient to the user. In the experimen-
tal trial, the robot also attempts to verbally mitigate the lost trust
due to its error through promise or explanation. In both strategies,
the robot first verbally acknowledges the error 3 seconds after its
occurrence: “Oops. I think I made a mistake”. Then, depending on
the manipulation, the robot either makes a promise to improve
future performance (“I will make sure to do better next time.” ) or
explains why the error occurred (“My vision system sometimes has
problems identifying same color food items.” ).

https://youtu.be/h19Bqxf0XDw
https://youtu.be/h19Bqxf0XDw
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3.4 Study Procedure
Before the study, participants were randomly assigned to one of the
four experimental conditions. They filled out a personality question-
naire gauging their agreeableness using the "Big Five Inventory"
after signing the consent form[20, 33]. Then, the experimenter ex-
plained the experimental setup to the participants and described
the name of each ingredient. Afterwards, the experimenter went
behind a divider while the participants completed two cooking
trials with the robot. In the first, control trial, the robot acted ac-
cording to the power dynamic manipulation but did not perform
any verbal trust repair after the error occurred. Upon completion
of the first trial, the participants filled out a 40-item questionnaire
[42] gauging their trust in the robot. In the second, experimental
trial, the robot continued to act according to the power dynamic
manipulation. In addition, 3 seconds after the occurrence of the
robot error, the robot verbally attempted to repair the lost trust; the
trust repair strategy differed depending on the manipulation. Upon
completion of the second trial, the participants again filled out the
same trust questionnaire. At the end of the study, the experimenter
conducted an interview with each participant to understand their
experience collaborating with the robot on the cooking task. There
was one open-ended question on the participants’ thoughts and
feelings about the robot in the two trials and if they observed any
differences between the trials.

3.5 Measures
3.5.1 Manipulation Check.

• Robot Error Check (binary): participants were asked after
each trial whether the robot made any mistakes in that trial
as an attention check.

• Power Dynamics Check: participants were asked after each
trial to rate the robot’s perceived authority in that trial on a
scale of 1–6 (1 being subordinate and 6 being supervisor).

3.5.2 Subjective Measures.

• Perceived Trust after Trial (range: 0–100): captures partici-
pants’ trust in the robot after the control or experimental trial
using the Trust Perception Scale-HRI [42]. The scale consists
of 40 items presented on a 11-point scale. Perceived trust
was defined to be the average across all 40 items transformed
to 0% to 100%.

• Change in Perceived Trust (range: -100–100): captures the
difference in participants’ perceived trust in the robot be-
tween the control trial and the experimental trial to see how
much their perceived trust improved or deteriorated as a
result of the trust repair strategy.

3.5.3 Behavioral Measures.

• Improper Compliance: considers whether the participant
“cooked” with the incorrect ingredient provided by the robot,
i.e., cut it on the cutting board or put it into the pot.

• User Reaction to Error: considers whether the participant
reacted to robot error (binary); if so, whether the reaction
was verbal or non-verbal (binary).

• User Reaction to Trust Repair Strategy (binary): considers
whether the user had a positive social reaction during error
recovery, i.e., show approval or affection towards the robot.

3.6 Participants
We recruited 39 participants (10 worked with the supervisor robot
using explanation as the trust repair strategy; 10 subordinate &
explanation; 10 supervisor & promise; 9 subordinate & promise)
through convenience sampling from the local community, using
physical flyers and electronic posts to community newsletters and
mailing lists. One participant, who failed the robot error check and
did not mention the robot error during the post-study interview
was excluded from our analysis. Of the 38 participants (17 female,
21 male), their age ranged from 18 to 60 (𝑀 = 26.32, 𝑆𝐷 = 10.33)
and had diverse educational backgrounds (based on college major).
They were some what experienced with using technology (𝑀 =

3, 𝑆𝐷 = 1.27, 5-point scale with 1 being expert and 5 being novice)
and using robots (𝑀 = 3.42, 𝑆𝐷 = 1.33, 5-point scale with 1 being
expert and 5 being novice). The study took roughly 30 minutes and
participants were compensated at the rate of $15.00 per hour. The
study was approved by our institutional review board (IRB).

4 RESULTS
In the analyses reported below, unless specified otherwise, we per-
formed two-way analysis of variance (ANOVA) tests to examine
the main effects of power dynamics and trust repair strategy and
their interactions effects. Figures 4, 5, and 6, and Tables 1 and 2
summarize our results.

4.1 Modification to Robots Speech Sufficient for
Power Dynamic Manipulation

As mentioned previously, we did not include data from participants
who failed the robot error check in our analyses. Though social
reactions to robot errors were not used as a manipulation check
nor the main focus of this work, we did observe that participants
exhibited a range of social reactions to robot errors (Table 1 and
Figure 3); this observation is similar to prior work [44]. Below, we
report our power dynamics manipulation check.

We checked whether we successfully created two power dynam-
ics (supervisor and subordinate) through the manipulation of the
recipe delivery method using a Welch’s t-test assuming unequal
variances. Our results revealed that participants who worked with
the supervisor robot (𝑀 = 4.38, 𝑆𝐷 = 1.24) had significantly higher

Table 1: Reactions in response to robot error observed during
both trials

Reaction Count
Verbal (e.g., “bad robot", “okay", “it’s not the sausage") 14

Non-Verbal

Hand Movement (e.g., scratch head, fidget) 4
Head Movement (e.g., shake, tilt) 5
Brow Movement (e.g., raise, squeeze) 3
Mouth Movement (e.g., pout, smile) 16
Eye Movement (eye widen, fast blinking) 2
Scrunch Face 4
Total 34

No Reaction 17
Total 65
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Figure 3: Examples of participants’ social reactions to robot errors.
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Figure 4: (a) Effect of power dynamic manipulation on participant’s perceived robot authority rating, which serves as the power
dynamic manipulation check. (b) Effect of power dynamics on the user’s perceived trust in the robot after the control trial
(without verbal trust repair). (c) Effect of power dynamics on the user’s perceived trust in the robot after the experimental trial
(with verbal trust repair). (d) Effect of trust repair strategy on the user’s perceived trust in the robot after the experimental trial.
The error bars represent standard error.

robot authority rating than participants who worked with the sub-
ordinate robot (𝑀 = 1.47, 𝑆𝐷 = 0.65), 𝑡 (29.32) = 9.13, 𝑝 < .001,
𝑑 = 2.94, indicating that our power dynamics manipulation was
adequate (Figure 4 a). In the rest of the analysis, we excluded the
five participants who provided the incorrect robot authority rating
for their power dynamic manipulation; i.e., participants who gave
an robot authority rating of greater than three to the subordinate
robot and participants who gave an robot authority rating of less
than four to the supervisor robot. In this study, all five excluded
participants were originally assigned to the supervisor robot.

4.2 Power Dynamics Alone Does Not Affect
User Perceived Trust in the Robot

We conducted a Welch’s t-test assuming unequal variances to inves-
tigate the effect of power dynamic on user perceived trust in the ro-
bot during the control trial. The results showed no significant differ-
ences in the perceived trust ratings among participants who worked
with the subordinate robot (𝑀 = 57.72, 𝑆𝐷 = 14.67) and participants
who worked with the supervisor robot (𝑀 = 62.99, 𝑆𝐷 = 11.40),
𝑡 (30.88) = 1.16, 𝑝 = .256, 𝑑 = 0.40 (Figure 4 b).

4.3 Higher Perceived Trust in the Supervisor
Robot That Attempted Verbal Trust Repair

We conducted a two-way ANOVA test to examine the effect of
power dynamics and trust repair strategy on user’s trust in the
robot after the experimental trial. Our results showed that partici-
pants working with the supervisor robot using verbal trust repair
(𝑀 = 72.91, 𝑆𝐷 = 8.84) had significantly higher perceived trust
than participants working with the subordinate robot using verbal
trust repair (𝑀 = 61.54, 𝑆𝐷 = 15.06), 𝐹 (1, 32) = 7.35, 𝑝 = .011,
η2𝑝 = 0.20 (Figure 4 c). However, no main effect of trust repair
strategy (𝐹 (1, 32) = 2.86, 𝑝 = .102, η2𝑝 = 0.09, Figure 4 d) nor
interaction effect of power dynamics and trust repair strategy
(𝐹 (1, 32) = 1.95, 𝑝 = .174), η2𝑝 = 0.06 were found.

4.4 Promise Is More Effective at Repairing Trust
Than Explanation

We conducted a two-way ANOVA test to examine the effect of
power dynamics and trust repair strategy on the change in partic-
ipants’ self-perceived trust in the robot between the control trial
and the experimental trial. Our results showed that participants
working with the supervisor robot (𝑀 = 9.93, 𝑆𝐷 = 8.09) had a
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Figure 5: (a) Effect of power dynamics on the user’s change
in perceived trust between the control and the experimental
trials. (b) Effect of trust repair strategy on the user’s change
in perceived trust. The error bars represent standard error.

significantly greater increase in trust from the control to the ex-
perimental trial than participants working with the subordinate
robot (𝑀 = 3.82, 𝑆𝐷 = 5.85), 𝐹 (1, 32) = 9.25, 𝑝 = .005, η2𝑝 = 0.24
(Figure 5 a). Moreover, participants who experienced the promise
strategy (𝑀 = 9.15, 𝑆𝐷 = 8.95) had a significantly greater increase
in trust from the control to the experimental trial than participants
who experienced the explanation strategy (𝑀 = 4.47, 𝑆𝐷 = 5.44),
𝐹 (1, 32) = 6.10, 𝑝 = .020, η2𝑝 = 0.14 (Figure 5 b). However, no
interaction effect was found, 𝐹 (1, 32) = 1.36, 𝑝 = .252, η2𝑝 = 0.04.

4.5 Users Tended to Improperly Comply with
the Supervisor Robot

We conducted contingency analysis and a likelihood ratio test2
to explore the effect of power dynamics on improper compliance
behavior in participants. Participants were significantly more likely
to cook with the incorrect ingredient handed to them by the super-
visor robot (9 out of 30 trials = 0.30) than the subordinate robot (0
out of 35 trials = 0.00), 𝜒2 (1, 64) = 15.63, 𝑝 < .001 (Figure 6 a).

4.6 Users Tended to React Verbally to Errors
from the Supervisor Robot

Robot error triggered verbal reactions in 14 out of 65 3 trials and a
variety of non-verbal reactions in 33 out of 65 trials as shown in
Table 1. Through contingency analysis and a likelihood ratio test,
we observed no significant effect of power dynamics on whether
or not the user reacted, verbally or non-verbally, to robot errors,
𝜒2 (1, 64) = 2.25, 𝑝 = .134.

Among participants who did react to the robot error, results
from contingency analysis and a likelihood ratio test revealed that
participants who worked with the supervisor robot (12 out of 19
trials = 0.63) were significantly more likely to have verbal reac-
tion than non-verbal reaction to robot error compared to those

2We lost the data for the control trial from one participant, thus we only have 65 trials
(control and experimental trials combined) from 33 participants.
3The robot completely blocked the camera from recording the reaction of one partici-
pants to the robot error.

Table 2: Reactions in response to robot error recovery ob-
served during the experimental trials

Reactions Positive Neutral TotalSmile Nod Freeze No Reaction
Count 11 3 3 15 32

who worked with the subordinate robot (2 out of 28 trials = 0.07),
𝜒2 (1, 46) = 17.83, 𝑝 < .001 (Figure 6 b).

4.7 Promise Triggered More Positive Social
Reactions Than Explanations

Out of the 32 valid participants4, the robot’s trust repair triggered
people’s behavioral reactions as shown in Table 2; 14 out of 32 were
positive social signals (examples in Figure 7). To study the effect
of power dynamics, trust repair strategy, and their interaction on
whether or not the participants had a positive social reaction to the
robot’s mitigation attempt, we trained a binary logistic regression
model. Our results based on likelihood ratio tests showed that par-
ticipants were significantly more likely to have a positive reaction to
the promise strategy (9 out of 15 trials = 0.60) than the explanation
one (5 out of 17 trials = 0.29), 𝜒2 (1, 31) = 3.97, 𝑝 = .046 (Figure 6 c).
No significant main effect of power dynamic (𝜒2 (1, 31) = 2.57, 𝑝 =

.109) nor an interaction effect of power dynamic and trust repair
strategy (𝜒2 (1, 31) = 0.43, 𝑝 = .510) were found.

5 DISCUSSION
5.1 Effect of Trust Repair Strategy
In this study, we compared two trust repair strategies, promise
and explanation, during error recovery. In general, participants
provided more positive accounts of their experience working with
robots with trust repair during the post-study interview. Partici-
pants reported that when working with robots without verbal trust
repair, they “felt like [they were not] heard”. In contrast, the trust
repair made them feel “warm and nice”. Additionally,while having
either of the trust repair strategies is better than no verbal
trust repair, promise is more effective than explanations at
repairing user trust (Figure 5 b). This finding is consistent with
our hypothesis 2 (promise will be a more effective user trust re-
pair mechanism than explanation) and the results of a prior work’s
online experiment using a high-fidelity simulated human-robot
interaction task (promise to be more effective than explanation
in repairing benevolence and integrity, two key characteristics of
trustworthiness along with ability, in non-anthropomorphic robots)
[14]. Moreover, our results showed that promise triggered more
positive social reactions (smiling or nodding) in users than expla-
nations when the robot verbally acknowledged the error and either
promised to “do better next time” or provided an explanation for
the erroneous behavior. While participants with either strategies
appreciated the robot acknowledging its error and found the robot
to be funny, they described promise to be a “very folksy human
response” that the actionmade [them] feel grateful” and the robot as

4The robot completely blocked the camera from recording the reaction of one partici-
pants to the robot error mitigation and error recovery.
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Figure 6: (a) Effect of power dynamics on the distribution of participants with improper compliance behavior. (b) Effect of
power dynamics on the distribution of types of reactions users had to the robot error (verbal or non-verbal). (c) Effect of trust
repair strategy on the distribution of types of reactions users had to the robot trust recovery (positive or neutral).

“cute”. This shows the benefits to using promise as the trust repair
strategy in non-anthropomorphic robots.

5.2 Generating Power Dynamics
Prior research found non-anthropomorphic robots to be perceived
as less trustworthy by users initially and less likely to be accepted as
team partners [11]. Moreover, interacting with machine-like robots
increases the personal responsibility the user feels for the task [19].
As a result, we were initially unsure if we were able to manipu-
late participants’ possible pre-conception of the robot’s authority
and establish the robot’s role as a supervisor. However, we found
that modifying the robot’s speech content was sufficient to
manipulate people’s perception of the robot’s authority in
the majority of the participants (Figure 4 a). Though, we note
that we failed to convey the power dynamic manipulation to five
participants originally assigned to the supervisor robot.

5.3 Effect of Power Dynamics
We found that manipulating the power dynamics alone did not
influence user trust in the robot (Figure 4 b). However, the addition

Figure 7: Examples of participants showing positive reactions
to the robot’s use of the promise strategy for trust repair.

of verbal trust repair strategy did. Under both power dynamics, par-
ticipants trusted robots with verbal trust repair more than robots
without verbal trust repair (Figure 5 a). This finding is consistent
with our hypothesis 1 (regardless of the power dynamics, people
will have higher trust for robots with verbal trust repair). Moreover,
this result is consistent with prior work that found verbal trust re-
pair to be effective in repairing lost trust in users due to robot error
[14]. Furthermore, our results showed that the addition of verbal
trust repair to the robot resulted in a significantly greater in-
crease in trust among participants with the supervisor robot
than the subordinate robot (Figure 5 a). As a result, supervisor
robot with verbal trust repair for error recovery is trusted more by
users than subordinate robot with verbal trust repair (Figure 4 c).

On the other hand, among participants who reacted to the robot
error, they had significantly more verbal reactions (i.e., saying “Bad
Robot” and “This is not sausage though” ) to error made by a super-
visor robot than a subordinate robot. We speculate that part of the
reason that we observed this result may be because the supervisor
robot talked the users through the recipe, making the users feel
like they could communicate with the robot through speech.

5.4 Improper Compliance
Prior work showed that people are more compliant with robots
that have a more authoritative social demeanor [17]. In this study,
we found that even when the robot was making a mistake,
interacting with the supervisor robot increased the chance
of compliance in participants (Figure 6 a). This finding is con-
sistent with our hypothesis 3 (supervisor robot will lead to greater
compliance even when the robot makes a mistake). Among the nine
trials where the participant cooked with the incorrect ingredient
provided by the robot, four participants did not notice the robot
error. These four participants did not react to the robot error and
mentioned in the post-study interview that they did not notice the
robot error until the robot acknowledged its own error because “the
zucchini [the incorrect ingredient passed to the participants] and
the spinach [the correct ingredient called for in the recipe] looked
alike” and they “just weren’t thinking about it too much”. However,
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five other participants who improperly complied, clearly pointed
out the robot error verbally, i.e., “what if it is wrong” (illustrated in
Figure 1) or “that is a mushroom [the name of the incorrect ingredi-
ent picked up by the robot ]”, but then still decided to comply with
the robot and proceeded to “cook” with the wrong ingredient. This
observation shows that these five participants were not mindlessly
complying with the robot, but rather their motivation to obey au-
thority over-powered their agency and independent thinking. This
behavior is common in human-human interaction. Cues from an
authority are a powerful motivating mechanism for people to com-
ply, even when the cue was destructive [22, 31]; this may explain
why participants complied with the robot even when they noticed
that the robot made an error.

We also observed that robot error acknowledgement may be an
effective way to prevent improper compliance in users. Eight out of
nine cases of improper compliance occurred in the control trial; the
only exception was the participant mentioned above who did not
notice the robot error. In the experimental trial, the robot acknowl-
edged their mistake three seconds after the error. As a result, in
all but one case, the robot made the error acknowledgement while
the users were contemplating or “second-guessing” themselves on
what to do with the incorrect ingredient. Robot error acknowledge-
ment appeared to resolve users’ self-doubt; no improper compliance
was observed during nor after robot trust repair, suggesting the
importance of error detection and acknowledgement in avoiding
improper compliance in users.

5.5 Design and Ethical Implications
Our empirical findings had important implications for the design
of collaborative robot systems. First, we showed the benefits of in-
cluding trust repair mechanisms in robots. In particular, regardless
of the role of the robot, promise effectively repaired user trust in
non-anthropomorphic robots after one robot error. Not only did
users perceive robots with promise as its trust repair strategy to
be more trustworthy, promise also elicited more positive social
reactions in the users (Figure 6 c).

However, our results showed concerning ethical implications in
future use of supervisor robots, particularly those without error
awareness. Prior work encouraged the use of more authoritative
robots in more serious, urgent, or disagreeable task contexts—such
as getting a chore done, taking medication or sticking to an exer-
cise routine—to induce more compliance in users [17]. Yet, in this
study, users, affected by the robot’s authority, sometimes complied
with the robot even though they noticed a robot error. This kind of
improper compliance may lead to potentially catastrophic failures
in critical applications, e.g., search and rescue. Even in non-critical
tasks, e.g., cooking task used in this study, improper compliance
following a robot error may cause severe consequences. For exam-
ple, adding an incorrect ingredient may trigger allergic reactions
in customers with dietary restrictions. Thus, measures should be
taken to prevent improper compliance in HRI particularly when
the robot has a more active and responsible role.

In this study, we found the robot error acknowledgement three
seconds after the error appeared to be sufficient in intervening
against the majority of improper compliance cases. Another poten-
tial intervention is to periodically remind the users to stay alert as

robot errors are possible. Future work should explore other inter-
ventions to help prevent improper compliance in users. In summary,
caution must be used in the design of robot systems that adopt a
supervisor or other more authoritative role.

5.6 Limitations and Future Work
There exists a few limitations to this study that call for further
exploration. Our small sample size limited our ability to study in-
teraction effects of our independent variables. Future work should
recruit more participant per condition to further investigate the
potential interaction effects. In this work, we manipulated power
dynamic indirectly through changing how the robot is introduced
(supervisor as task expert vs. subordinate as still learning) and its
role in the task (active vs. passive), which may have confounded
our results. We did not provide details on the robot capabilities
when introducing the robot to the user. Thus, users, unfamiliar
with robots, may have presumed the seemingly “expert” supervisor
robot to be always correct, leading to more improper compliance.
Future work should explore compliance under other power dy-
namics manipulation paradigms. We observed that a prompt error
acknowledgement effectively intervened improper compliance be-
havior in users. However, for a real-world scenario, to give a prompt
error acknowledgement would require the robot to timely detect its
mistake. A recent work has demonstrated the possibility of timely,
automatic detection of robot errors using people’s instinct social
reactions to the errors [45]. Indeed, similar to prior work [44], we
observed that our participants reacted to robot errors socially even
if the robot is a non-anthropomorphic robot manipulator (Figure 3).
Future work should investigate the integration of automatic error
detection and the uses of trust repair strategies to mitigate unavoid-
able robot errors in complex human-robot collaboration. Future
work should also explore other interventions, such as periodically
reminding the users of the robot’s mean time between failure [34],
to prevent improper compliance.

Furthermore, as the technology powering robot capabilities con-
tinues to advance, robots are going to become more sophisticated
and able to take on a variety of roles to assist and collaborate with
people. In this work, we focused only on studying a clear-cut power
dynamic (supervisor vs. subordinate) between the participants and
the robot. Future work should explore more nuanced dynamics and
how different trust repair strategies might achieve their intended
outcomes under more nuanced, complex dynamics. Finally, results
reported in this work are based on a short interaction session. One
participant mentioned in the post-study interview that promise
would only work the “first few times”, which indicate that explana-
tion or a combination of promise and explanation may potentially
be more effective under repeated robot errors. Future work should
investigate whether various trust repair strategies has continued
positive effects over multiple interaction sessions and how power
dynamics over time might additionally shape the effectiveness of
trust repair strategies.
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